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Editorial: medical imaging modeling
Zhengrong Jerome Liang

Medical imaging can be categorized broadly into applied
science or more narrowly into imaging science. As ap-
plied science, it encompasses the middle ground be-
tween basic science and engineering technology, where a
definite practical end is in mind, and where the ap-
proach may lead to new discoveries in basic science as
well. As imaging science, it explores the nature of
visualization.
More specifically, medical imaging visualizes the inner

world of the human body noninvasively. Its primary ob-
jective is to delineate the structures and map the func-
tions of organs and tissues, based on the principles of
physics, mathematics, engineering, computer science,
physiology and biology.
Due to the complexities of the human body and the

associated signals generation and detection, the tasks of
delineating the structures and mapping the functions of
the organs and tissues can be very challenging. Modeling
or simplifying the complexities to visualize the major at-
tributes of the structures and functions is a commonly
adapted strategy. While all models reported in the litera-
ture are wrong in terms of describing or representing
the complexities, they are very useful and have been
contributing to the accumulation of current knowledges
about our living body in various conditions.
This special issue calls for papers which would provide

some innovative (revolutionary) ideas or models for sim-
plifying the complexities with some preliminary demon-
strations and would furthermore provide some insightful
discussions about the impacts on and possible future di-
rections of the corresponding fields. The ten papers pre-
sented in this special issue can be summarized
accordingly.
Computed tomography (CT) is now a widely used im-

aging modality for screening and diagnosis, emergency
medicine, image-guided interventions and monitoring of
therapeutic responses because of its excellent capabilities
of delineating the structures of the organs and tissues
and mapping the contrast material dynamic distributions
through the tissues [1]. However, when it is applied to

cardiac and pulmonary imaging studies, the motions of
heart and lungs complicate the image reconstruction
task. The four-dimensional cone-beam CT (4D-CBCT)
paper of Zhang, Huang and Wang provides a model of
including motion estimation and machine learning to
mitigate the motion complexity challenge. Other ap-
proaches to address this complexity can be found in the
cited references.
For tomographic image reconstruction of a continuous

region from limited number of projections around the
region, sparse-view problem always exists unless the
number of the projections goes to infinity [2]. The prob-
lem can be significant in some cases, depending on the
applications. The work of Larry Zeng on sparse-view
tomography presents a model which addresses the non-
linear problem by integrating a non-linear displacement
function into a simple linear interpolation. Other models
for the sparse view tomography can be found in the
cited references, and a more sophisticated model was re-
cently presented for low-dose CT imaging [3].
The beauty of tomographic image reconstruction from

projections is seen from the art of filtered back-
projection (FBP) reconstruction, which is so far a
mathematically-exact solution of the reconstruction in
the absence of data noise. However, when the data
counts are limited, for example for low-dose CT [4],
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modeling the count statistics has shown great potential
to improve the reconstruction quality. A classic model
for Poisson noise statistics is presented by the well-
known Expectation-Maximization (EM) algorithm [5, 6].
By theory, the reconstruction problem in limited counts
shall be formulated as an optimization operation, given
the measured counts, leading to the Bayesian image re-
construction framework [7]. According the Bayes’ law,
Bayesian medical image reconstruction remains an un-
solved statistical optimization problem because the a
priori probability distribution remains a challenging task
and, even if an ad hoc prior model is proposed, the asso-
ciate parameters are remaining as a variable. The paper
of Zeng and Li on extension of EM algorithm to Bayes-
ian algorithm provides some insights how these two al-
gorithms are connected.
Positron emission tomography (PET) has many at-

tractive properties as a functional imaging modality to
map the tissue heterogeneity at the molecular level, thus
called molecular imaging modality [8]. While the radio-
tracer is labeled at the molecular level of microns (μm)
scale, the detection of the radiotracer decay is at the
millimeter (mm) scale. Great efforts have been devoted
to improve the spatial resolution of localizing the decay
sites. One example is the consideration of the time-of-
flight (TOF) information of the two 512 keV gamma rays
of positron annihilation. The TOF information is associ-
ated with the line-of-response (LOR) measurement, and
is routinely implemented in an iterative image recon-
struction algorithm. The study from Zeng, Li and Huang
explores an alternative implementation, where the LOR
is back-projected first, followed by filtering in the back-
projection domain with an analytical model.
The above four papers focus on image reconstruction,

where the ultimate goal is to bring as much information
as possible into the reconstructed images to achieve a
desired clinical task. For medical diagnosis, imaging the
tissue heterogeneity is probably the most important task,
because the heterogeneity is a footprint of lesion evolu-
tion and ecology, and an indicator of lesion progress and
response to intervention [9–11]. The tissue heterogen-
eity has been shown to be effectively characterized by
tissue textures [12–14]. The tissue textures are entirely
dependent on the image contrast. For CT imaging, the
image contrast depends entirely on the X-ray energy
and, therefore, spectral CT can alter the tissue textures
for the task of tissue characterization. The paper of Gao,
Shi, Cao, et al., presents a Bayesian image reconstruction
of spectral CT framework with enhanced tissue textures,
followed by a texture analysis along the spectral dimen-
sion for computer aided diagnosis (CADx) of colorectal
polyps for colon cancer prevention. This exploratory
study is probably the earliest example of focusing the tis-
sue textures into an integrated pipeline from image

reconstruction and processing to CADx. In addition, the
known normal tissues of muscle, fat, bone, and lungs are
incorporated into the Bayesian framework as a priori
knowledge and, therefore, the tissue-specific texture
prior model is no longer ad hoc prior model.
In the following five papers of this special issue, the

focus is shifted from image reconstruction to image pro-
cessing toward computer-aided detection (CADe) and
CADx of abnormalities. As noted in refs. [10, 15], a lesion
is embedded in its particular environment. Traditionally,
CADx limited the attention on the lesion volume, ignoring
its surrounding environment. The model presented by
Zheng, Qiu, Aghael, et al. includes both the lesion volume
and its surrounding environment. Furthermore, the inves-
tigators propose a machine learning strategy to extract the
corresponding global features for improved prediction of
cancer risk and prognosis. Other models to address the
complexity of lesion itself and its surrounding environ-
ment can be found in the cited references.
Since the report of radiomics as an integrated lesion

descriptor, including image features, experts’ text de-
scriptions and lesion genetics [16], many radiomics fea-
tures have been proposed. When these radiomics
features are input to a machine learning classifier for le-
sion diagnosis, one or a few features with contributions
of more or less variation (due to redundancy and other
causes) would accumulate toward a significant impact to
the final classification outcome. Evaluating the robust-
ness of each radiomics feature is very necessary. The
paper of Cattell, Chen, and Huang present an example
of research efforts to address this important topic in the
radiomics field.
As mentioned above in the paper of Gao, Shi, Cao,

et al., tissue texture patterns effectively represent the tis-
sue heterogeneity and, therefore, are considered as im-
aging biomarkers. Many texture descriptors (also called
texture features in terms of quantitative measures or
mathematical expression) are also investigated within
the radiomics framework. Robustness of texture descrip-
tors is an important research topic as shown by the work
of Cattell, Chen, and Huang. The paper of Cao,
Pomeroy, Gao, et al. takes the gray-level co-occurrence
(GLCM) texture descriptor as an example to explore the
possible causes of the variations, and provides a solution
to minimize the variations by adaptive machine learning.
More importantly, this paper of Cao, Pomeroy, Gao,
et al. takes the GLCM as a texture image and explores
the multiscale texture sampling opportunity in a similar
manner as multiscale image analysis.
As mentioned above, imaging the tissue heterogeneity

is probably the most important task in medical diagno-
sis, image-guided intervention, and treatment response
quantification [9–14]. Thus, multimodal imaging be-
comes a desirable approach to acquire multiscale,
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multispectral, and multiple-source images. The paper of
Ma, Lu, Wang, et al. presents another very valuable im-
aging modality, called hyperspectral imaging, to address
the challenge of differentiating tumor and benign tissues
for optimal surgical purpose.
Lung cancer remains the leading cause of cancer-

related deaths. Detecting the lung nodules, the precursor
of lung cancer, is the primary consideration to prevent
and treat the disease early. Currently the task of detect-
ing the nodules is performed by low-dose CT (LdCT)
scanning, followed by radiologists’ interpretation of the
reconstructed LdCT chest images. Artificial intelligence
(AI) has been traditionally applied to the reconstructed
images to mimic the experts’ interpretation. During the
image reconstruction processing from acquired raw data
to chest images, additional variables may be introduced,
which can compromise the detection task. Therefore, a
logic strategy to accomplish the detection task is taking
the AI-enabled learning during the entire process from
the raw data to the reconstructed images. The paper of
Gao, Tan, Liang, et al. presents such a logic strategy,
which has shown significant improvement over the trad-
itional reconstructed image-focused approaches.
In summary, the ten papers in this special issue cover a

wide range of modeling strategies to address the complexity
in medical diagnosis, image-guided intervention, and
treatment response quantification, which is usually
impossible to solve without innovative modeling strategy.

Authors’ contributions
ZJL read and approved the final manuscript.

Competing interests
The author declares that he has no competing interests.

Received: 5 November 2019 Accepted: 6 November 2019

References
1. Buzug TM (2008) Computed tomography: from photon statistics to modern

cone-beam CT. Springer-Verlag, Berlin Germany
2. Tan J, Gao Y, Huo Y, Li L, Liang Z (2019) Sharpness preserved sinogram

synthesis using convolutional neural network for sparse-view CT imaging.
Paper presented at the SPIE Medical Imaging, Town and Country Resort &
Convention Center, San Diego, 16-21 February 2019. https://doi.org/10.
1117/12.2512894

3. Liu Y, Liang Z, Ma J, Lu H, Wang K, Zhang H et al (2014) Total variation-
stokes strategy for sparse-view X-ray CT image reconstruction. IEEE Trans
Med Imaging 33(3):749–763. https://doi.org/10.1109/TMI.2013.2295738

4. Liang Z, La Riviere P, El Fakhri G, Glick SJ, Siewerdsen JH (2017) Low-Dose
CT: What has been done, and what challenges remain. Guest Editorial in
IEEE Transactions on Medical Imaging 36(12):2409–2416. https://doi.org/10.
1109/TMI.2017.2768978

5. Shepp LA, Vardi Y (1982) Maximum likelihood reconstruction for emission
tomography. IEEE Trans Med Imaging 1(1):113–122. https://doi.org/10.1109/
TMI.1982.4307558

6. Lange K, Carson R (1984) EM reconstruction algorithms for emission and
transmission tomography. J Comput Assist Tomogr 8(2):306–316

7. Liang Z (1987) Bayesian image processing of data from constrained source
distributions, PhD Dissertation. The City University of New York, New York

8. Tanaka E (1987) Recent Progress on single photon and positron emission
tomography - from detectors to algorithms. IEEE Trans Nucl Sci 34(1):313–320.
https://doi.org/10.1109/TNS.1987.4337355

9. Chicklore S, Goh V, Siddique M, Roy A, Marsden PK, Cook GJR (2013)
Quantifying tumor heterogeneity in 18F-FDG PET/CT imaging by texture
analysis. Eur J Nucl Med Mol Imaging 40(1):133–140. https://doi.org/10.1007/
s00259-012-2247-0

10. Gatenby RA, Grove O, Gillies RJ (2013) Quantitative imaging in cancer evolution
and ecology. Radiology 269(1):8–15. https://doi.org/10.1148/radiol.13122697

11. Bashir U, Siddique M, Mclean E, Goh V, Cook GJ (2016) Imaging
heterogeneity in lung cancer: techniques, applications, and challenges. Am
J Roentgenol 207(3):534–543. https://doi.org/10.2214/AJR.15.15864

12. Buvat I, Orlhac F, Soussan M (2015) Tumor texture analysis in PET: where do
we stand? J Nucl Med 56(11):1642–1644. https://doi.org/10.2967/jnumed.
115.163469

13. O'Connor JPB, Jackson A, Asselin MC, Buckley DL, Parker GJM, Jayson GC
(2008) Quantitative imaging biomarkers in the clinical development of
targeted therapeutics: current and future perspectives. Lancet Oncol 9(8):
766–776. https://doi.org/10.1016/S1470-2045(08)70196-7

14. O'Connor JPB, Rose CJ, Waterton JC, Carano RAD, Parker GJM, Jackson A
(2015) Imaging intra tumor heterogeneity: role in therapy response,
resistance, and clinical outcome. Clin Cancer Res 21(2):249–257. https://doi.
org/10.1158/1078-0432.CCR-14-0990

15. Pomeroy M, Abbasi A, Baker K, Barish M, Pickhardt P, Zhang G et al (2017)
Texture feature analysis of neighboring colon wall for colorectal polyp
classification. In: Paper presented at the 2017 IEEE nuclear science
symposium and medical imaging conference. IEEE, Atlanta. https://doi.org/
10.1109/NSSMIC.2017.8532773

16. Lambin P, Rios-Velazquez E, Leijenaar R, Carvalho S, van Stiphout RGPM,
Granton P et al (2012) Radiomics: extracting more information from medical
images using advanced feature analysis. Eur J Cancer 48(4):441–446. https://
doi.org/10.1016/j.ejca.2011.11.036

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Liang Visual Computing for Industry, Biomedicine, and Art            (2019) 2:26 Page 3 of 3


	Authors’ contributions
	Competing interests
	References
	Publisher’s Note

