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Abstract 

Nowadays, inspired by the great success of Transformers in Natural Language Processing, many applications of Vision 
Transformers (ViTs) have been investigated in the field of medical image analysis including breast ultrasound (BUS) 
image segmentation and classification. In this paper, we propose an efficient multi-task framework to segment 
and classify tumors in BUS images using hybrid convolutional neural networks (CNNs)-ViTs architecture and Multi-
Perceptron (MLP)-Mixer. The proposed method uses a two-encoder architecture with EfficientNetV2 backbone 
and an adapted ViT encoder to extract tumor regions in BUS images. The self-attention (SA) mechanism in the Trans-
former encoder allows capturing a wide range of high-level and complex features while the EfficientNetV2 encoder 
preserves local information in image. To fusion the extracted features, a Channel Attention Fusion (CAF) module 
is introduced. The CAF module selectively emphasizes important features from both encoders, improving the integra-
tion of high-level and local information. The resulting feature maps are reconstructed to obtain the segmentation 
maps using a decoder. Then, our method classifies the segmented tumor regions into benign and malignant using 
a simple and efficient classifier based on MLP-Mixer, that is applied for the first time, to the best of our knowledge, 
for the task of lesion classification in BUS images. Experimental results illustrate the outperformance of our framework 
compared to recent works for the task of segmentation by producing 83.42% in terms of Dice coefficient as well 
as for the classification with 86% in terms of accuracy.

Keywords Breast Ultrasound segmentation and classification, Breast tumors, Convolutional Neural Networks, Self-
Attention, MLP-Mixer, Channel Attention

Introduction
Breast cancer is considered the most common can-
cer and the second leading cause of cancer-related 
mortality in women [1]. The International Agency for 
Research on Cancer performed a study [2] and found 
that nearly 2.1 million new breast cancer cases and over 

half a million new deaths were reported globally dur-
ing 2018. Breast ultrasound (BUS) imaging is emerg-
ing as a complementary screening method for women 
and can be used as a diagnostic method for breast can-
cer [3]. Early detection and diagnosis of breast tumors 
can reduce the mortality rate. Therefore, BUS remains 
a cheap and safe technique that can be executed using 
portable devices at the patient’s bedside and is acces-
sible globally [4]. However, diagnosis using BUS 
requires probes that depend heavily on the operator [5]. 
Moreover, two or three volumes are acquired for each 
breast per examination, which results in radiologists 
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and clinicians spending an inordinate amount of time 
reviewing large volumes of BUS images and making 
accurate disease diagnoses [6]. In addition, handheld 
probes are highly sensitive instruments, which makes 
them susceptible to capturing noise in addition to the 
ultrasonic images; consequently, it is difficult to prop-
erly perform the diagnosis process [7]. Hence, there is 
an urgent need to develop structured and intelligent 
systems to help medical professionals diagnose breast 
tumors with high accuracy. However, developing such 
systems is challenging because of the high similarity 
between benign and malignant lesions, irregular tumor 
boundaries, and the various sizes of shapes and sized 
for lesions.

Deep learning algorithms have recently been applied 
in several research domains including the medical 
imaging field. In recent years, computer vision tasks 
such as segmentation, classification, and detection have 
been performed using convolutional neural networks 
(CNNs), where they have obtained state of the art 
(SOTA) results and remain the most commonly used 
networks in medical imaging analysis applications, par-
ticularly UNet architectures [8]. Despite their popular-
ity, the primary limitation of CNNs is that they learn 
information from images using localized receptive 
fields, which causes their learning capabilities to fail 
when capturing long-range dependencies [9]. Owing 
to the great success of transformers [10] in natural lan-
guage processing, great attention has been paid to self-
attention (SA) mechanism-based architectures in many 
computer vision tasks [11] to improve their nonlocal 
modeling capability, as they are not subject to the limi-
tations of CNN architectures [12].

Recently, vision transformer (ViT), which is a trans-
former for vision applications [13], have been inves-
tigated in medical image analysis and have achieved 
SOTA results for many tasks including organ and 
tumor segmentation as well as disease detection and 
classification [14]. For medical image segmentation, 
two designs that employ transformers have been pro-
posed in literature: pure transformers-based mod-
els and hybrid models. The first category is U-shaped 
models built upon ViTs or its variants without any 
convolutional layers. This allows the learning of long-
range semantic information, in contrast to CNN-based 
architectures. An example is Swin-Unet [15], which is 
a purely transformer-based method. The second fam-
ily is hybrid models that modify the encoder-decoder 
architecture by replacing either the encoder or decoder 
module with a transformer [16]. An example is Tran-
sUNet [17], which has demonstrated good performance 
because its ability to capture long-range dependency 
owing to the SA mechanism of transformers, as well as 

preserving low-level details owing to the intrinsic local-
ity of the convolution operations.

In addition to medical image segmentation, another 
challenging problem in medical imaging is classifying 
input images or regions of interest (ROI) in these images 
into meaningful categories. In addition to CNNs, ViTs 
have been successfully applied to medical image recog-
nition and classification [14]; and a competitive alterna-
tive called multilayer perceptron (MLP)-Mixer has been 
proposed by Tolstikhin et al. [18] to perform image clas-
sification using exclusive MLPs without convolutions or 
attention blocks. The experiments reported in ref. [18] 
demonstrated that MLP-Mixer is built upon a simple 
architecture and produces comparable results to SOTA 
classifiers, while achieving a good compromise between 
the accuracy and computational resources required for 
training and inference.

Motivated by the great success of ViTs in medical 
image analysis and in particular in the task of segmen-
tation and classification, and inspired by the works in 
TransUNet [17] and MLP-Mixer [18], we propose an 
efficient multi-task framework that performs sequential 
BUS tumor segmentation and tumor type classification. 
Our framework contains two main steps: first, segmen-
tation of the tumor region, which helps in focusing only 
on the features of that part of the image; and second, 
classification of the extracted lesion region into two 
classes: malignant and benign. To perform the segmen-
tation task, which was inspired by TransUNet [17], we 
propose an encoder-decoder-based model using a modi-
fied U-Net architecture. The encoder is composed of 
two encoders, where the images are passed in parallel to 
both efficientNetV2 [19] and an adapted ViTs encoder to 
extract enriched features and context information at dif-
ferent scales. To combine the feature maps extracted by 
both the encoders, we design a channel attention fusion 
(CAF) module that incorporates a squeeze-and-excita-
tion (SE) block [20] for channel attention. The SE block 
selectively emphasizes the informative features from 
both encoders, facilitating the integration of high-level 
and local information. The attention mechanism within 
the CAF module enables effective feature combinations. 
The combined features using the CAF module consti-
tute the input to the decoder, where the mask image is 
reconstructed using skip connections from the efficient-
NetV2 encoder. In addition to the power of the ViTs 
encoder, we opted to use efficientNetV2 [19] instead of 
a CNN encoder, because efficientNetV2 uses a technique 
called compound scaling to increase the depth, width, 
and resolution of the network in a balanced manner. This 
allows efficientNetV2 to capture more context from the 
image and produce more accurate segmentation, and 
it is designed in a way that uses fewer parameters and 
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fewer computational resources as compared to other 
networks. In the second step, a robust tumor classifier is 
proposed by testing both the ViTs architecture and MLP-
Mixer model. ViTs are exploited to leverage the capabili-
ties of the SA mechanism for accurate detection of BUS 
tumors. In addition, we explore a pre-trained MLP-Mixer 
model that depends solely on MLPs to classify seg-
mented tumor regions. We investigate the performance 
of the latter model in comparison with that of the ViT 
model. Specifically, we fine-tune the BUSI dataset [21] 
on the pre-trained models of both ViTs and MLP-Mixer 
after segmenting the lesion regions from the images. 
The results obtained underscore the great capabilities of 
classifying the images when using the ViT architecture, 
depending on the attention mechanism, or the MLP-
Mixer relying exclusively on MLPs. In summary, the pro-
posed method contributes to literature as follows:

1. We propose an efficient multi-task framework for 
BUS segmentation and classification. We leverage the 
strengths of both efficientNetV2 and adapted ViTs 
encoders, extracting enriched features and context 
information at different scales.

2. We design a CAF module based on the SE block 
for effective feature combination between the dual 
encoders. Specifically, the module selectively empha-
sizes important features from both encoders, improv-
ing the integration of high-level and local informa-
tion.

3. We leverage the MLP-Mixer model that depends 
solely on MLPs to perform BUS images classifica-
tion. The latter is being used for the first time for this 
task, to the best of our knowledge. We demonstrate 
the capabilities of both ViTs and MLP-Mixer in accu-
rately classifying BUS images, with ViTs relying on 
attention mechanisms and MLP-Mixer relying exclu-
sively on MLPs.

Computer-aided diagnosis (CAD) systems are increas-
ingly utilized to aid healthcare professionals in diagnos-
ing various diseases and cancers, including breast cancer. 
Tasks such as the detection, segmentation, and classifi-
cation of tumor regions in BUS are largely addressed in 
CAD systems.

BUS segmentation
Previous studies have described various CNN-based 
methods for breast mass segmentation. Vigil et  al. [22] 
presented an architecture based on a deep convolu-
tional autoencoder to extract latent-space features for 
segmenting BUS images. Xing et  al. [23] utilized a gen-
erative adversarial network (GAN) and a CNN based on 
ResNet [24] as generators for tumor region segmentation 

to form a semi-pixel-wise cycle model. Singh et  al. [25] 
segmented BUS tumors using a context-aware network 
based on atrous convolutions, where GAN was utilized 
to evaluate the performance of the segmentation. Lei 
et  al. [26] proposed a network that performs boundary 
regularization to segment BUS images. In addition, Lei 
et  al. [27] improved the segmentation of breast struc-
ture results using the self-co-attention technique. Kumar 
et  al. [28] introduced a U-shaped architecture called 
multi-UNet to perform the segmentation of BUS images. 
In ref. [29], an architecture where attention blocks are 
incorporated into the U-Net architecture was proposed. 
Tong et al. [30] introduced a modified U-Net architecture 
based on a mixed attention loss function to segment BUS 
tumors. Cao et al. [15] created Swin-UNet by substitut-
ing the convolutional encoding and decoding operations 
of U-Net with a swine transformer module. Chen et  al. 
[17] proposed TransUNet, which implements CNNs to 
extract features and subsequently feeds them directly to 
a transformer to capture richer features. Based on the 
TransUNet backbone, Yang HN and Yang DP [31] com-
bined CNN and swine transformer blocks for feature 
extraction as an encoder in a pyramid-shaped network 
for BUS segmentation. Recently, Al-Battal et  al. [32] 
proposed a weakly trained U-shaped segmentation net-
work with an encoder and a multipath decoder, where 
the latter provides more loss propagation from feature 
maps to deeper layers and the encoder, as well as efficient 
upsampling of feature maps that leads to the preserva-
tion of high-resolution information. Farooq et  al. [33] 
proposed a semi-supervised mean teacher and student 
model that utilizes the U-Net model with residual and 
attention blocks as a backbone network for BUS image 
segmentation.

BUS classification
In literature, methods classify BUS images can rely and 
use the manual extraction of different type of features like 
shape, texture, lesion borders, margin and orientation. 
In this context, Moon et  al. [34] relied on a mixture of 
features extracted from ultrasound images, composed of 
texture, morphological, and descriptor features, to clas-
sify tumors. Flores et al. [35] relied on the use of distinct 
morphological and textual spatial information to perform 
classification tasks. Similarly, Gómez et al. [36] extracted 
22 morphological features after applying the water-
shed transformation technique to segment BUS images, 
where feature selection was performed using the mini-
mum-redundancy-maximal-relevance criteria. Tanaka 
et  al. [37] suggested the implementation of a CAD sys-
tem based on CNNs to differentiate between benign and 
malignant breast lesions in ultrasound images. The data-
set consisted of more than 1000 images, and the reported 
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accuracy of the system was 89%. Han et al. [38] trained 
GoogleNet [39] using a dataset that included 7408 ultra-
sound images, consisting of 4254 benign and 3154 malig-
nant lesions, with an accuracy of approximately 0.9, a 
sensitivity of 0.86, and a specificity of 0.96. Wang et  al. 
[40] suggested a CNN architecture based on a modified 
Inceptionv3 architecture to effectively extract features 
from BUS images. Byra et  al. [41] used transfer learn-
ing to retrain pre-trained models, mainly VGG19, on 
an ultrasound image dataset after applying the rescaling 
layer to the image pixels, which aimed to convert them 
to an RGB representation. Xiao et al. [42] examined the 
effectiveness of transfer learning using the InceptionV3, 
Xception, and ResNet50 models on an ultrasound data-
set. Ayana and Choe [43] investigated the effectiveness 
of ViT for classifying BUS images by introducing a novel 
method for transfer learning. In ref. [44], an architecture 
(SAFNet) was proposed that combines ResNet-18 and 
a spatial attention mechanism to form a backbone for 
feature extraction. Zhong et al. [45] developed a feature 
fusion network called MsGoF to classify BUS tumors 
as malignant or benign. Sirjani et al. [46] classified BUS 
tumors using a modified InceptionV3 network in which 
they adjusted the number of residual modules and other 
hyperparameters.

The proposed method bridges a significant gap 
between existing research methods and introduces con-
tributions. While previous methods for both segmenta-
tion and classification predominantly relied on CNNs 
or transformers for BUS image analysis, the proposed 
method combines the strengths of both architectures. 
This integration allows the capture of fine-grained 
spatial details through CNNs and models the global 
context and long-range dependencies through trans-
formers. Additionally, the proposed method addresses 

the limitations of TransUNet, which is one of the few 
methods that incorporates both CNNs and transform-
ers, by introducing an efficientNetV2 encoder and a CAF 
module. These enhancements improve the understand-
ing of complex spatial relationships, facilitate effective 
feature combinations, and enhance segmentation and 
classification accuracy. Furthermore, the exploration of 
ViTs and MLP-Mixer models as alternative classifica-
tion approaches adds novelty, offering insights into the 
effectiveness of attention mechanisms and MLPs in BUS 
image classification.

Methods
In this study, we propose an efficient multi-task frame-
work for segmenting and classifying tumors from BUS 
images. The proposed approach performs two tasks dur-
ing two main phases. First, the segmentation architec-
ture was trained on BUS images and their corresponding 
masks to extract the tumor region from its surroundings 
in the image. Secondly, the proposed approach enhances 
its performance by exploiting the potential of transform-
ers, in which an adapted ViT model was employed for 
the classification of the segmented tumor region. Addi-
tionally, we investigated the MLP-Mixer to capitalize 
on its ability to classify BUS images by relying solely on 
MLP blocks without the need for high computational 
resources for training and inference. Figure  1 shows an 
overview of the proposed framework.

Segmentation architecture
Figure 2 shows the proposed model for the segmentation 
task, which comprises two parallel encoders, each with 
distinct characteristics. The first encoder is built on the 
EfficientNetV2-L backbone, which serves as the founda-
tion for feature extraction from the input image instead 

Fig. 1 Flow chart of our contribution. (a) The proposed architecture to perform the segmentation of BUS images; (b) The proposed method 
to classify the segmented BUS images
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of a conventional set of convolution layers. To accomplish 
this, several layers within the blocks of the backbone are 
employed as feature extractors to capture diverse aspects 
of image information. In addition, using EfficientNetV2-
L [19] as an encoder allows the network to require fewer 
computational resources than other commonly used 
CNN models. Furthermore, EfficientNetV2-L incorpo-
rates both MBConv and fused-MBConv, enabling it to 
capture more diverse and informative feature maps from 
the images. Therefore, using efficientNet as the back-
bone of the encoder can lead to more accurate segmen-
tation results, particularly for the studied segmentation 
tasks. We investigated different combinations of blocks 
to construct the encoder from EfficientNetV2-L with 
pre-trained ImageNet [47] weights, where blocks that are 
closer to the input image tend to capture low-level fea-
tures, including textures, edges, and patterns, whereas 
the deep blocks in the network contribute to learning 
higher-level semantic features. For further details on the 
advantages of EfficientNetV2 compared to previous CNN 

architectures, please refer to ref. [19]. Table 1 lists the lay-
ers of EfficientNetV2-L, which was used as the backbone 
of the first encoder. Concurrently, the second encoder 
operates based on a transformer architecture and func-
tions similar to the original ViT [13] except for the 
input image resolution, projection dimension, number 
of multi-head-self-attention (MSA) heads, and number 
of transformer layers, as shown in Table 2. The encoder 
extracts global deep features from the input image by 
leveraging the SA mechanism of the transformer model, 
thereby providing a complementary representation of 
the image features. The first and second encoders out-
put feature maps with dimension (8 × 8 × 3840) and 
H
P ×

W
P × d  , respectively, where H, W, and P repre-

sent the height, width, and patch size of the input image, 
respectively, and d represents the output feature vector.

To enhance the fusion of the feature maps extracted 
by the efficientNetV2 and ViTs encoders, we propose 
a CAF module. The CAF module incorporates an SE 
block [20] that enables efficient channel attention. The 
CAF module uses feature maps from both encoders as 

Fig. 2 The proposed architecture to perform the segmentation of BUS images

Table 1 EfficientNetV2-L layers used as components for the CNN 
encoder

Number Layer Output shape

1 input 1 256 × 256 × 3

2 block1d_project_activation 128 × 128 × 32

3 block2g_expand_activation 64 × 64 × 256

4 block4a_expand_activation 32 × 32 × 384

5 block6a_expand_conv 16 × 16 × 1344

Table 2 Our adapted Transformer parameters used in the 
encoder

ViT version Image 
resolution

Projection 
dimension

Number of 
MSA heads

Number of 
transformers 
layers

ViT-base 224 × 224 768 12 12

Our adapted 
transformer

256 × 256 64 8 12
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inputs. First, to ensure compatibility, the dimensions of 
the feature maps from the efficientNetV2 encoder are 
adjusted using a 1 × 1 convolutional layer to match the 
shapes of the feature maps from the ViTs encoder. Next, 
channel attention is applied to both sets of feature 
maps. This is achieved by passing the adjusted feature 
maps from the efficientNetV2 encoder and the feature 
maps from the ViTs encoder through the SE block. The 
SE block performs global average pooling on the input 
feature maps to obtain the global channel descriptors. 
These descriptors are then passed through two dense 
layers. The first dense layer reduces the dimensional-
ity of the descriptors by a factor determined by the 
specified ration = 8 . The second dense layer applies the 
sigmoid activation function to generate channel-wise 
attention weights. The obtained attention weights are 
multiplied element-wise using their respective feature 
maps. This process selectively emphasizes the informa-
tive features in the feature maps of each encoder, guided 
by the attention weights. Finally, the fused features are 
obtained by element-wise addition of the adjusted fea-
ture maps from the efficientNetV2 encoder multiplied 
by the attention weights from the ViTs encoder, and 
the feature maps from the ViTs encoder multiplied by 
the attention weights from the adjusted feature maps. 
This fusion process enables the integration of high-level 
and local information from both encoders. The CAF 
module improves the feature fusion process, allowing 
a more effective combination of complementary infor-
mation captured by the efficientNetV2 and ViTs encod-
ers. By selectively emphasizing important features and 
integrating them at the channel level, the CAF module 
enhances the overall representation and discriminative 
power of the fused features. By adaptively recalibrating 
the importance of different channels, the CAF module 
encourages encoders to focus on the most discrimi-
native and relevant information for the segmentation 
task. This regularization helps prevent the model from 

overfitting noisy or irrelevant features, thereby improv-
ing generalization. Consequently, it leads to a more 
accurate BUS segmentation and improves the perfor-
mance of the multi-task framework. Figure 3 shows the 
structure of the proposed CAF module.

The combined feature maps using the CAF mod-
ule serve as the input for the subsequent decoder stage, 
where the objective is to reconstruct the segmented 
image. To enhance reconstruction quality, skip connec-
tions from the first encoder are incorporated into the 
decoding process. These skip connections transmit high-
resolution spatial information from the first encoder’s 
earlier layers directly towards the corresponding decoder 
layers, thereby mitigating the loss of fine-grained details 
during the upsampling process. The resulting decoder 
output yields a precise and accurate segmented image, 
effectively leveraging the strengths of both encoder 
architectures.

Classification architecture
Figure 1b shows an overview of the classification of the 
segmented breast tumor regions extracted from the BUS 
images. Specifically, we leverage the strengths of the 
MLP-Mixer [18] model, which is a recently proposed 
architecture for image classification tasks, to achieve an 
accurate classification of BUS tumors. The MLP-Mixer 
model combines MLPs and channel-mixing layers to 
effectively capture both local and global features in the 
images. In addition to the promising quality of image 
classification achieved by this model, to the best of our 
knowledge, this is the first study that utilizes the MLP-
Mixer model for the classification of BUS images. As 
shown in Fig. 1b, the tumor region is extracted by apply-
ing the segmented mask to the image and then resized to 
(224 × 224 × 3) to fit the input of the pre-trained MLP-
Mixer to obtain the final tumor class.

The architecture of the MLP-Mixer is similar to 
that of the ViT, where the mixer block takes linearly 

Fig. 3 Structure of CAF
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projected nonoverlapping patches from the input image. 
Let the input image x be of size (H ×W × C) and (P, P) 
be the size of each patch; therefore, the image is split into 
S = HW /P2 patches. Furthermore, each patch is linearly 
projected to form an input vector for the mixer block of 
size (S × C) . The mixer is composed of multiple identi-
cally sized layers, with each layer comprising two MLP 
blocks. The first block (token-mixing MLP block) acts on 
the transpose of x, which are the columns of the linear 
projection table constructed from image X patches. Every 
row contains the same channel information for all patches. 
This is fed into a block of two fully connected layers. This 
block identifies features in the image across patches and 
aggregates all channels in which the feature occurs. More-
over, the weights are shared in MLP 1. The second block 
is the channel-mixing MLP block, which operates on the 
rows after another transpose of x. In this phase, computa-
tions are applied across all the channels of the patch. This 
involves searching for features only in that patch and asso-
ciating it with the channel, whereas in the token-mixing 
block, it searches for features in all channels. The weights 
of the MLP blocks are shared across all rows. All the rows 
of the MLP block share the same weights. Each MLP block 
includes two fully connected layers, which apply the GELU 
activation function [48] independently to each row of 
the input data. Equations 1 and 2 represent the layers of 
MLP-Mixer:

where DS and DC are the tunable hidden widths of the 
channel-and token-mixing MLPs, respectively. σ denotes 
the GELU activation function. The computational com-
plexity of the network is linear in the number of input 
patches S owing to the independent selection of DS from 
the number of patches, preventing it from growing quad-
ratically, unlike ViTs. Furthermore, the model applies the 
same MLP to every row and column of image x. This pre-
vents the model from becoming overly complicated and 
growing too rapidly when the hidden dimension C or 
sequence length S is increased. This approach also results 
in significant memory saving. In addition to MLP lay-
ers, the mixer employs other conventional architectural 
elements, including skip connections and layer normali-
zation [49]. Following the mixer block, a conventional 
classification head that includes a global average pooling 
layer is utilized. This is then succeeded by a linear classi-
fier that produce the final predicted class output.

In addition to employing the MLP-Mixer as a classifier 
for BUS images, we also investigate the performance of ViT 

(1)U∗,i = X∗,i +W2σ

(

W1LayerNorm(X)∗,i
)

, i = 1 . . .C

(2)Yj,∗ = Uj,∗ +W4σ

(

W3LayerNorm(U)j,∗
)

, j = 1 . . . S

family models. Specifically, we leverage these models to 
classify BUS images. The ViT model captures global con-
textual information from the input image by employing the 
SA mechanism. Specifically, it enables the efficient extrac-
tion of relevant features from segmented breast tumor 
regions.

The ViT’s transformer encoder receives a sequence of 
flattened, positionally encoded patches of the masked 
BUS image after resizing it to 224 × 224 × 3. An MSA and 
an MLP layer make up the transformer encoder module. 
The MSA layer divides inputs into several heads, allowing 
each head to learn varying levels of SA. All head outputs 
are then combined and passed to the MLP to output the 
final class.

Results and Discussion
Datasets
This study involved the assessment of our approach using 
two publicly available BUS image datasets. Dataset 1 
(BUSI) was provided online by Al-Dhabyani et al. [21] and 
contains 600 BUS images of female patients in a total of 780 
PNG format images and their corresponding masks with an 
average image size of 500px × 500px. The 780 images were 
split into three classes: normal, benign, and malignant. The 
benign class had 487 breast tumors, and the malignant 
class had 210 images. In our work, we only used the malig-
nant and benign. This is because in the first phase, we per-
formed tumor region segmentation and the normal class 
images did not have any tumor region. Dataset 2 (UDIAT) 
[50], which was gathered by the Diagnostic Center of the 
Parc Taul ı́ Corporation, Sabadell (Spain) contains 110 
benign and 53 malignant images totaling 163 BUS images 
and their corresponding masks, which were collected using 
a Siemens ACUSON Sequoia C512 system 17L5 HD linear 
array transducer. By evaluating these datasets, we provide a 
comprehensive analysis of the effectiveness and robustness 
of the proposed method. The utilization of publicly acces-
sible datasets in our study ensures the reproducibility and 
generalizability of our findings and allows for comparison 
with other related methods and techniques.

Evaluation metrics
To assess the effectiveness of the segmentation models, we 
employed the following widely used metrics: Dice coef-
ficient (DC), Jaccard index intersection over union (IoU), 
precision, recall, sensitivity, specificity, and F1-score. By 
utilizing these common metrics, we could comprehensively 
evaluate the performance of the segmentation models and 
compare our results with those of other studies in the field.

(3)Accuracy =
TP + TN

TP + TN + FP + FN
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To evaluate the segmentation results, the DC, IoU, 
accuracy, recall, and precision were used, whereas the 
metrics accuracy, precision, recall, specificity, F1-score 
were used to evaluate the classification results.

Implementation details
To conduct the experiments, we utilized a fivefold cross-
validation method for the same dataset partition. During 
the training process, 80% of the images were used with 
the remaining 20% for testing. The validation process was 
performed using 20% of the training data. For the seg-
mentation task, all the images were resized to 256 × 256 
pixels. The first encoder, based on the efficientNetV2-
L backbone, was used with pre-trained ImageNet [47] 
weights, and the second encoder, based on MSA, was 
trained from scratch. Various combinations of learning 
rates, batch sizes, and epochs were examined. The best 
results were achieved using the Adam [51] optimizer 

(4)Precision =
TP

TP + FP

(5)Recall =
TP

TP + FN

(6)Specifity =
TN

TN + FP

(7)Sensitivity =
TP

TP + FP

(8)F1− score =
2× Precision× Recall

Precision+ Recall

(9)DC =
2× TP

2× TP + FP + FN

(10)IoU =
TP

TP + FP + FN

with an initial learning rate of  1e−4, β1 = 0.9, β2 = 0.999 
and  1e−7, training for 200 epochs with a batch size of 
eight, and early stopping. A range of data augmentation 
techniques was employed on the training set, including 
random rotation and horizontal flips. The selection of 
the loss function used in our experiments had a notable 
effect on the outcomes of our study. To overcome the 
challenge of an imbalanced class distribution in the data-
set, we employed a custom segmentation loss function 
that combined the binary cross-entropy (BCE) and Dice 
loss. This combined loss function is denoted by LT and is 
defined as follows:

Using this combined loss function, we were able 
to account for the class imbalance in the dataset and 
improve the accuracy and reliability of our segmentation 
model. As for the classification phase we used two archi-
tectures: MLP-Mixer [18] and ViT [13]. The two models 
take the segmented part of the images that contains only 
the tumor region and predicts its corresponding class. 
Figure 4 illustrates an example of the masked images fed 
to the classification models. The ViT model was trained 
on masked images resulting from segmentation of the 
tumor region using the proposed segmentation model. 
Three versions of ViT model were trained with B/16, 
B/32, and L/32, using transfer learning. All models were 
followed by a flattening layer, batch normalization, a 
dropout of 0.6, a hidden layer of 11 neurons with GELU 
activation, batch normalization, and an output layer with 
sigmoid activation. Similarly, we fine-tuned the versions 
of MLP-Mixer: Mixer-B/16 and Mixer-L/16, with the 
provided pre-trained weights, where they were followed 

(11)
LBCE = −

1

N

∑N

i=1

[

yilog(pi)+
(

1− yi
)

log(1− pi)
]

(12)LDice = 1−
2
∑N

i=1yipi + ǫ

∑N
i=1

(

yi + pi
)

+ ǫ

(13)LT = LDice + LBCE

Fig. 4 The initial image, the segmentation and the resulted masked image
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by the same architecture as ViT’s base model. We used 
a BCE loss function, and the Adam optimizer with an 
initial learning rate of  1e−4, β1 = 0.9, β2 = 0.999 and epsi-
lon equal to  1e−7. The models were trained for 50 epochs 
with a batch size of eight, and early stopping was enabled.

BUS segmentation results and discussion
In the ablation study, we evaluated the performance 
of our segmentation model with and without the CAF 
module to assess the contribution of the CAF module 
in improving the segmentation results. Tables  3 and 4 
depict the ablation study results for the base model with-
out the CAF module and the proposed method using the 
CAF module when trained and tested on the BUSI data-
set [21], and trained on BUSI dataset [21] and tested on 
the UDIAT dataset [50] respectively. For the base model 
without the CAF module, we observed that it achieved 
competitive segmentation performance with 81.94% in 
terms of the DC on BUSI dataset, accurately segmenting 
tumor regions in the BUS images. Similarly, upon inte-
grating the CAF module into the model, we observed a 
notable improvement in the segmentation results. The 
CAF module effectively enhanced the feature fusion pro-
cess with a 1.48% increase in the DC, allowing for bet-
ter integration of complementary information from the 
efficientNetV2 and ViTs encoders. We noticed a similar 
increase in performance when training and testing on 
the BUSI dataset as well as when training on the BUSI 
dataset and testing on the UDIAT dataset. This improved 
feature fusion led to more precise and detailed segmen-
tation boundaries, resulting in enhanced segmentation 
accuracy and overall performance. The ablation study 
results demonstrate the significant benefit of incorpo-
rating the CAF module, highlighting its effectiveness in 
improving the segmentation capabilities of our multi-
task framework.

We compared the segmentation results with exist-
ing methods. We evaluated our segmentation results 
mainly using the results found in ref. [52], where a novel 
approach for the segmentation of BUS images was pro-
posed. Ma et  al. [52] introduced a U-shaped architec-
ture called ATFE-Net, which they integrated into an 
axial-trans (axial transformer) to extract long-range 
dependencies, and a transformer-based feature enhance-
ment module (trans-FE) was used to capture the reli-
ance between different layers at different depths of the 
network. In their work, they evaluated their proposed 
method on the two available BUS datasets: BUSI and 
UDIAT. Furthermore, we conducted the training process 
of our suggested segmentation model in accordance with 
their prescribed methodology, ensuring identical training 
conditions and fair evaluation for comparative purposes. 
They evaluated their findings using the following SOTA 
methods: TransUNet [17], LinkNet [53], D-LinkNet [54], 
Axial-DeepLab [40], U-Net [8] and UT-Net [55]. Table 5 
compares our results with refs. [52] and [56] on the BUSI 
dataset, whereas Table  6 presents a comparison of the 
results with ref. [52] when trained on the BUSI dataset 
and tested on UDIAT dataset.

Table 3 Results of performing ablation study of our proposed method trained and tested on the BUSI [21] dataset

Fold Accuracy (%) DC (%) IoU (%) Precision (%) Recall (%)

Baseline 93.860 ± 0.010 81.940 ± 0.004 69.700 ± 0.010 76.820 ± 0.020 87.900 ± 0.010

Baseline + CAF 94.040 ± 0.010 83.420 ± 0.007 72.560 ± 0.010 80.100 ± 0.010 88.100 ± 0.008

Table 4 Results of performing ablation study of our proposed method trained on the BUSI [21] dataset and tested on the UDIAT [50] 
dataset

Fold Accuracy (%) DC (%) IoU (%) Precision (%) Recall (%)

Baseline 97.760 ± 0.002 81.440 ± 0.040 70.260 ± 0.010 89.460 ± 0.020 76.400 ± 0.030

Baseline + CAF 97.880 ± 0.000 81.520 ± 0.007 70.320 ± 0.010 90.320 ± 0.020 76.680 ± 0.020

Table 5 Quantitative comparison of segmentation performance 
with different methods on the BUSI [21] dataset

Model Accuracy (%) DC (%) IoU (%) Sensitivity (%)

U-Net [8] 95.55 77.19 62.71 74.74

UT-Net [55] 95.58 78.08 64.02 77.93

LinkNet [54] 96.07 81.22 68.21 81.77

TransUNet [17] 96.10 81.57 68.69 82.05

D-LinkNet [54] 96.21 81.72 68.68 82.56

Axial-DeepLab [40] 96.31 82.01 69.00 80.36

ATFE-Net [52] 96.32 82.46 69.73 82.78
Ours 94.04 83.42 72.56 80.10
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The quantitative comparison results presented in 
Table  5 and 6 demonstrate the competitive segmenta-
tion performance of the proposed method compared 
with SOTA methods on the BUSI and UDIAT data-
sets. Our model achieved DCs of 83.42% and 81.52% 
when tested on the BUSI and UDIAT datasets respec-
tively, outperforming all other methods in accurately 
delineating tumor regions. The IoU metric further sup-
ported our model’s performance, with scores of 72.56% 
and 70.32% when tested on BUSI and UDIAT datasets 
respectively, indicating a substantial overlap between the 
predicted and ground truth segmentation masks. While 
our model exhibited a slightly lower accuracy of 94.04% 
when tested on BUSI dataset compared to other meth-
ods, it is important to note that accuracy alone may not 
fully capture the quality of the segmentation results. 
Furthermore, our model achieved a sensitivity of 80.10% 
and 90.32%, effectively capturing the majority of tumor 
regions. Overall, the proposed method demonstrated 
competitive performance in segmenting BUSI tumors, 
with particular emphasis on achieving high-precision 
and accurate tumor boundary delineation. The incorpo-
ration of the CAF module into our model contributed to 
these improved segmentation results by enhancing the 
fusion of features and capturing fine details in the tumor 
regions.

To justify the necessity of using a dual-branch architec-
ture for the proposed method, we conducted a quantita-
tive comparison of the results provided by a U-Net with 
a pre-trained EfficientNetV2 as a backbone and the pro-
posed method with the dual encoders (EfficientNetV2 
and adapted ViTs). The DC is higher for the proposed 
method (83.42%) than for U-Net with EfficientNetV2-
L backbone (81.80%). This indicated that the proposed 
method accurately captured a larger portion of the tumor 
region. The IoU coefficient was also higher for the pro-
posed method (72.56%) than for U-Net with Efficient-
NetV2-L (70.04%). Moreover, the precision and recall 

values for the proposed method (80.10% and 88.10%, 
respectively) are higher than those for U-Net with Effi-
cientNetV2-L back-bone (77.62% and 88.04%, respec-
tively). The proposed method achieved an accuracy of 
94.04%, whereas U-Net with EfficientNetV2-L achieved 
a slightly higher accuracy of 96.32%. However, the pro-
posed method outperformed U-Net in terms of the other 
segmentation performance metrics. Therefore, the pro-
posed method with a dual-branch architecture outper-
formed U-Net with EfficientNetV2-L backbone in terms 
of the DC, IoU, and precision, and achieved competitive 
accuracy. These findings provide additional experimental 
evidence justifying the necessity of using a dual-branch 
architecture in the segmentation network. The dual-
branch architecture likely enables better capture of both 
local and global contextual information, leading to more 
accurate and robust tumor segmentation results in BUS 
images.

Figure 5 shows a visual representation of the segmen-
tation examples. For both Dataset 1 and Dataset 2, the 
input images with red contours represent the segmenta-
tion results, and the green contour represents the actual 
mask. The model demonstrated an impressive ability to 
segment both malignant and benign tumors. It is par-
ticularly adept at segmenting benign tumors, although 
it encounters some challenges with malignant tumors. 
Some challenging tumor examples can be observed in the 
second row and malignant column of the BUSI dataset, 
which features a large malignant tumor in the third row 
with a hidden lesion, and in the fourth row with an irreg-
ular shape. The model can segment both large and small 
tumor regions owing to the incorporation of Efficient-
NetV2-L features at various blocks with a wide range of 
scales combined with the global features extracted using 
the transformer encoder. Figure 5 shows visual examples 
of the segmentation on the UDIAT dataset [50] using the 
model trained on the BUSI dataset [21]. These results 
indicate that the model can be effectively generalized 
for various datasets. Tumors of varying sizes are recog-
nized and segmented accurately; however, some difficul-
ties arise when handling malignant tumors. Although our 
proposed network exhibited strong segmentation out-
comes, it had limitations in terms of accurately segment-
ing specific BUS images. Figure 6 illustrates instances of 
unsuccessful segmentation, emphasizing the difficulties 
encountered when accurately delineating lesion regions 
where the boundary is unclear and irregularly shaped, 
and the lesion region is hidden.

BUS classification results and discussion
Our study examined the effectiveness of diverse versions 
of MLP-Mixer and ViTs in classifying the segmented 

Table 6 Quantitative comparison of segmentation performance 
with different methods trained on the BUSI dataset and tested 
on UDIAT dataset

Model Accuracy (%) DC (%) IoU (%) Sensitivity (%)

U-Net [8] 97.08 70.02 54.45 75.57

UT-Net [55] 95.79 58.40 41.84 67.60

LinkNet [54] 96.92 73.55 59.09 89.77

TransUNet [17] 97.61 76.37 62.51 87.28

D-LinkNet [54] 97.66 77.96 64.74 88.00

Axial-DeepLab [40] 97.60 77.16 62.33 84.31

ATFE-Net [52] 97.81 78.44 65.03 85.20

Ours 97.88 81.52 70.32 90.32
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Fig. 5 Segmentation examples predicted by our proposed method on BUSI [21] and UDIAT [50] datasets. The red contours represent 
the segmentation results, while the green contour represents the ground truth

Fig. 6 Visualization of some failed cases for segmenting the tumor region of the BUS images by the proposed method. The red contours represent 
the segmentation results, while the green contour represents the ground truth
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BUS lesions, with the aim of determining their efficacy. 
Table 7 presents the quantitative results of different mod-
els trained on the segmented tumor regions of the BUSI 
[21] dataset using a fivefold cross validation.

We evaluated the classification results found with the 
proposed models: ViT and MLP-Mixer and compared it 
with the classification results reported in ref. [45]. In their 
research, the authors developed a network, referred to as 
MsGoF, to classify BUS tumors as malignant or benign. 
Moreover, they trained their method on three available 
datasets including the BUSI [21] dataset. A fivefold cross 
validation was utilized to fully evaluate the effectiveness 
of the method, with 20% of the training set used as a vali-
dation set. Our results were also compared with those 
reported in ref. [46]. Their work focused on classify-
ing BUS tumors using a modified InceptionV3 network. 
They introduced an increased number of residual mod-
ules and adjusted the hyperparameters of their models. 
Moreover, we compared our classification results with 
those reported in ref. [57]. Their study used a combina-
tion of supervised and unsupervised learning methods to 
classify BUS images. To ensure a fair comparison, all the 
results reported in this section were obtained using the 
aforementioned methods from the cited studies on the 
same dataset. Table  8 presents a quantitative compari-
son of the obtained results with those of previous studies 
reported in refs. [45] and [46].

The classification accuracy results demonstrate 
that the ViT with Base size and 16 × 16 patches (ViT-
B/16) achieved the highest accuracy of 86% among the 

considered models. Although ViT-B/16 has a smaller 
architecture compared to ViT-B/32 and ViT-L/32, requir-
ing fewer computational resources, it provided slightly 
better performance. This can be attributed to two fac-
tors. Firstly, the larger ViT-L/32 model is a more com-
plex network trained on a substantially larger dataset, 
which may lead to overfitting, especially for the smaller 
BUS dataset. Secondly, the smaller patch size of 16 × 16 
in ViT-B/16 enables the extraction of more granular 
features by the transformer encoder compared to the 
32 × 32 patches in ViT-L/32. Despite being a data-inten-
sive model, the MLP-Mixer also achieved a competitive 
accuracy of 85.46% for MLP-Mixer-L/16. This substanti-
ates the significance and effectiveness of MLPs in these 
architectures.

The results demonstrate that model complexity and 
patch size are crucial considerations for optimizing the 
performance of ViT models, especially when limited data 
is available. For the given dataset, ViT-B/16 provides the 
optimal balance, yielding the highest accuracy with rea-
sonable computational requirements. The competitive 
performance of MLP-Mixer-L/16 also highlights the 
importance of MLPs in extracting local and global fea-
tures. Furthermore, in the context of medical imaging, it 
is crucial to lower the false negative rate of a predictive 
model and augment the true positives rate. The quanti-
tative results of our study demonstrate that, despite hav-
ing a lower accuracy of 85.46% compared to ViT’s 86.00%, 
the MLP-Mixer model exhibits superior sensitivity with 
a score of 89.42%. This indicates that the MLP-Mixer 

Table 7 Classification results reported by the proposed models trained on BUSI [21] dataset

Method Accuracy (%) Precision (%) Recall (%) F1-score (%) Sensitivity (%) Specificity (%)

ViT-B/16 86.00 86.11 86.02 85.93 86.45 85.26
ViT-B/32 83.61 83.87 83.60 83.56 86.66 78.55

ViT-L/32 85.06 84.40 84.53 84.40 86.87 82.10

MLP-Mixer-B/16 84.13 84.49 84.13 84.09 89.42 79.64

MLP-Mixer-L/16 85.46 85.73 85.46 85.47 87.52 82.10

Table 8 Quantitative comparison with classification models from the literature

Method Accuracy (%) Precision (%) Recall (%) F1-score (%) Sensitivity (%) Specificity (%)

[46] 81.00 83.00 77.00 80.00 - -

[45] 85.32 - - 78.96 85.24 88.57
URepNet-v1 + SVM (linear) [57] 77.44 68.67 64.38 64.50 - -

URepNet-v2 + SVM (linear) [57] 77.59 66.30 66.19 65.67 - -

URepNet-v3 + SVM (linear) [57] 80.06 75.47 62.05 65.21 - -

Ours (ViT-B/16) 86.00 86.11 86.02 85.93 86.45 85.26

Ours (MLP-Mixer-B/16) 84.13 84.49 84.13 84.09 89.42 79.64
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model is more capable of accurately detecting positive 
cases or true positives and identifying the presence of 
tumors in BUS images. As a result, MLP-Mixer’s higher 
sensitivity score leads to improved performance and 
greater accuracy in predicting tumors in BUS images.

Table  8 presents a comprehensive quantitative com-
parison of the proposed method and other classifica-
tion models. Our method achieved an accuracy of 
86.00%, outperforming the results reported in ref. [45] 
(85.32%). In terms of recall, our method achieved a score 
of 86.02%, surpassing the results reported in ref. [45] 
(77.00%) and URepNet-v3 + SVM (linear) (62.05%). The 
F1-score for our method was 85.93%, which is higher 
than the values reported in ref. [44] (78.96%) and URe-
pNet-v3 + SVM (linear) (65.21%). Although the sensitiv-
ity and specificity scores were not reported in previous 
studies [46, 57], our method exhibited a sensitivity of 
86.45%, indicating its ability to correctly identify posi-
tive samples, and a specificity of 85.26%, highlighting its 
capability to correctly classify negative samples. How-
ever, the method reported in ref. [45] achieved a better 
specificity recording 88.57%, which might be explained 
by the fact that the authors may have employed specific 
strategies or features in their model design that are par-
ticularly effective in distinguishing non-lesion regions, 
or by the choice of evaluation metrics and thresholds 
that can impact specificity. Our method outperformed 
other models in terms of accuracy, precision, recall, and 
F1-score, suggesting its effectiveness for BUS classifica-
tion. Notably, our method demonstrated competitive 
results when using two different backbone architectures, 
ViT-B/16 and MLP-Mixer-B/16, with accuracies of 
86.00% and 84.13%, respectively. These findings validate 
the superiority of our proposed approach in accurately 
classifying breast lesions and showcase the potential of 
both ViT and MLP-Mixer architectures for this task. Our 
method, which utilizes MLP-Mixer and ViT architectures 
to classify the overlay of the generated segmentation over 
the original images, achieved superior results owing to 
several key factors. First, both MLP-Mixer and ViT are 
powerful neural network architectures that have demon-
strated excellent performance in various computer vision 
tasks. These architectures excel at capturing intricate 
patterns and relationships in images, enabling them to 
effectively analyze the overlay of the generated segmen-
tation and original images. Second, MLP-Mixer and ViT 
architectures can capture global contextual information 
from the entire image. This global perspective helps cap-
ture important features and contexts that contribute to 
accurate classification. Additionally, the classification of 
the overlay of the generated mask on the original images 
serves as a valuable visual cue for classification, where the 

network, while fine-tuning, focuses solely on the tumor 
regions.

One limitation of our current work is the potential 
oversight of the tumor’s surrounding environment in 
the diagnostic process. Although our multi-task frame-
work focuses on accurate tumor segmentation and clas-
sification, it does not explicitly incorporate contextual 
information regarding the tumor’s immediate surround-
ings. This omission may hinder further improvements in 
classification accuracy, as the surrounding environment 
can provide valuable insights for diagnosis. We acknowl-
edge the importance of considering this aspect and will 
address it in future studies. Future research endeavors 
will explore methods that explicitly model the tumor’s 
surrounding environment to enhance the classification 
accuracy and provide a more comprehensive understand-
ing of the tumor’s diagnostic characteristics. By incor-
porating this contextual information, we aim to further 
improve the accuracy and reliability of the proposed 
method.

Conclusions
In conclusion, this study explored a novel hybrid 
method for the segmentation and classification of 
breast tumors in BUS images by leveraging the capa-
bilities of CNNs, attention mechanisms, and MLPs. 
The framework utilizes a two-encoder architecture 
that incorporates an EfficientNetV2 backbone and a 
customized ViT encoder to effectively extract tumor 
regions from BUS images. The SA mechanism of the 
transformer encoder enables the capture of a broad 
range of high-level and complex features, whereas the 
EfficientNetV2 encoder preserves the local information 
within the images. To fuse these extracted features, a 
CAF module was introduced, selectively emphasizing 
important features from both encoders. The integration 
of high-level and local information results in improved 
feature integration. The feature maps obtained were 
subsequently reconstructed using a decoder to gener-
ate segmentation maps that effectively delineated the 
tumor regions. Furthermore, the proposed method 
incorporated a novel approach for lesion classification 
in BUS images, employing an MLP-Mixer-based clas-
sifier, which, to the best of our knowledge, has been 
applied for the first time in this specific task. The clas-
sification results demonstrate the effectiveness of the 
proposed approach, achieving an accuracy of 86.00%. 
The experimental evaluation shows the superior per-
formance of the proposed framework compared with 
recent related works. The segmentation results exhib-
ited an impressive DC of 83.42%, indicating highly 
accurate tumor region delineation. In addition, the 
classification accuracy of 86% further supports the 
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superiority of the proposed method. These findings 
highlight the potential of ViTs and MLP-Mixer archi-
tectures in medical image analysis, specifically for 
BUS image segmentation and classification tasks. The 
proposed multi-task framework, which incorporates 
the hybrid architecture and CAF module, effectively 
integrates high-level and local information, leading 
to improved segmentation and classification results. 
This study contributes to advancing the field of medi-
cal image analysis by introducing a novel and efficient 
approach that outperforms existing methods in terms 
of both segmentation and classification.
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