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Abstract 

This study addresses the critical issue of anemia detection using machine learning (ML) techniques. Although a wide-
spread blood disorder with significant health implications, anemia often remains undetected. This necessitates timely 
and efficient diagnostic methods, as traditional approaches that rely on manual assessment are time-consuming 
and subjective. The present study explored the application of ML – particularly classification models, such as logistic 
regression, decision trees, random forest, support vector machines, Naïve Bayes, and k-nearest neighbors – in con-
junction with innovative models incorporating attention modules and spatial attention to detect anemia. The pro-
posed models demonstrated promising results, achieving high accuracy, precision, recall, and F1 scores for both tex-
tual and image datasets. In addition, an integrated approach that combines textual and image data was found 
to outperform the individual modalities. Specifically, the proposed AlexNet Multiple Spatial Attention model achieved 
an exceptional accuracy of 99.58%, emphasizing its potential to revolutionize automated anemia detection. The 
results of ablation studies confirm the significance of key components – including the blue-green-red, multiple, 
and spatial attentions – in enhancing model performance. Overall, this study presents a comprehensive and innova-
tive framework for noninvasive anemia detection, contributing valuable insights to the field.
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Introduction
Anemia is a condition characterized by a decrease in red 
blood cells (RBCs) containing hemoglobin (Hb) in the 
bloodstream. According to the World Health Organiza-
tion (WHO), anemia is classified by Hb levels of < 13 g/
dL in men, 12 g/dL in women, and < 11 g/dL in children 
[1]. This condition commonly arises from either a decline 
in the production of RBCs, or a loss of RBCs that exceeds 
normal levels [2]. Anemia manifests as fatigue, weakness, 
and more severe complications if left undetected. The 

impact of anemia on human health profoundly influences 
cognitive functioning, cardiovascular health, and overall 
well-being. According to the WHO [3], achieving a com-
prehensive and reliable assessment of anemia on a global 
scale, as well as determining its full scope and impact, 
represents a significant challenge even in economically 
developed regions.

Traditional methods for detecting anemia rely on 
manual assessments – such as blood tests, microscopic 
examination, and collection of intravenous blood from 
a vein followed by hemogram analyses [4–6] – which 
are not only time-consuming, but also prone to subjec-
tive interpretation and error. Furthermore, invasive 
procedures are painful and difficult to coordinate when 
performed regularly [7]. The complexities inherent to 
accurately identifying the diverse causes and varia-
tions of anemia are further compounded by challenges 
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in resource-constrained settings [8]. Although, machine 
learning (ML) techniques represent a promising avenue 
towards more efficient, accurate, and accessible detection 
of anemia [9–12], the integration of these technologies 
faces hurdles related to data quality, model generaliza-
tion, and ethical considerations, necessitating a nuanced 
approach to harness their full potential [13, 14].

ML techniques can be employed to leverage algorithms 
and computational models for the analysis of vast data-
sets encompassing blood parameters, imaging results, 
and clinical information [15–17]. These models can iden-
tify intricate patterns and correlations that may escape 
human observation, thereby achieving the accurate and 
early detection of anemia. ML can also enhance diag-
nostic precision through techniques such as supervised 
learning, wherein algorithms learn from labeled data, 
and unsupervised learning, wherein patterns are detected 
without predefined labels. However, challenges persist in 
optimizing these models for diverse populations, ensur-
ing data quality, and establishing ethical guidelines for 
deployment in healthcare settings [18, 19]. Nonetheless, 
the potential of ML to revolutionize anemia detection 
lies in its ability to augment traditional methods, thereby 
offering quicker, more scalable, and potentially more 
accurate diagnostic capabilities.

Literature review
The literature review on noninvasive anemia detection 
encompasses a range of methodologies and datasets, 
each contributing valuable insights to the field. Note-
worthy examples include the application of Naïve Bayes 
to self-collected images, yielding a notable accuracy of 
92.3% [20]. In contrast, ref. [21]. employed the ResNet50 
and ViT models on the CP-AnemiC dataset from Ghana, 
achieving an accuracy of 84.79% and F1 score of 0.837. 
The use of an artificial neural network (ANN) on a self-
collected dataset in ref. [22] demonstrated a commend-
able accuracy of 97%. Furthermore, ref. [9] employed 
palpable palm image datasets from Ghana, utilizing 
a convolutional neural network (CNN) to achieve an 
impressive accuracy of 99.12% and F1 score of 99.89%. 
Another method, developed in ref. [23], was used to pro-
cess 1,738,759 English tweets using the SMO algorithm, 
resulting in a high accuracy of 98.96%, with a precision 
of 96%. The diversity of these techniques is further rep-
resented by ref. [24], which utilized a Kaggle dataset with 
Naïve Bayes to achieve an accuracy of 90% with preci-
sion, recall, and F1 score values of 90.8%, 90.6%, and 
90.6%, respectively. Moreover, ref. [25] employed a ran-
dom forest on data from Jawaharlal Nehru Technological 
University, attaining an accuracy of 98%.

Recently, the use of computerized algorithms for the 
estimation of Hb content and detection of medical con-
ditions has become related to high accuracy achieved by 
these algorithms in analyzing the colors of nail beds [26] 
from digital photographs taken by smartphones. By clas-
sifying the basic set of algorithms, a quintessence of clas-
sification methods was considered, including the support 
vector machine (SVM) [27], k-nearest neighbors (KNN) 
[18], Bayesian networks [10], ANNs [15], and decision 
tree [11] classifiers. Comprehensive data mining and 
a group of essentiality types indicate that the best algo-
rithms for classification and detection are based on the 
domain of the problem to be solved.

Methods
Deep learning (DL) has emerged as a transformative 
force within the healthcare sector, offering a multitude 
of promising applications including noninvasive tech-
niques for the detection of anemia [28]. By harnessing the 
power of deep neural networks, healthcare profession-
als can access vast repositories of medical data, enabling 
more accurate diagnoses and timely interventions [29]. 
These cutting-edge technologies facilitate the analysis of 
diverse data sources, such as medical images and clinical 
records, to provide a more comprehensive understanding 
of patient health [30]. With a capacity to process com-
plex multimodal data, DL is poised to revolutionize ane-
mia detection, making it more accessible, efficient, and 
patient-friendly than ever before.

Logistic regression
The logistic regression (LR) is a statistical method for 
binary classification that models the relationship between 
a binary outcome variable and predictor variables and is 
given in Eq. (1).

It uses a logistic function to estimate the probability 
of an outcome being 1 (positive class) based on a linear 
combination of predictors [31]. LR is generally imple-
mented on balanced datasets, with performance meas-
ures including imbalance, undersampling, oversampling, 
SMOTE, and ADASYN.

Decision tree classifier
Decision trees [32] are supervised learning methods that 
perform classification and regression tasks by partition-
ing the feature space into segments based on the learned 
rules to generate predictions. The tree structure consists 
of nodes representing features, branches representing 

(1)P(Y = 1) =
1

(1+ e∧(−z))
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decision rules, and leaf nodes containing output values or 
class labels. At each node, the algorithm selects the best 
feature to split the data based on measures such as Gini 
impurity or entropy. For classification, the decision rule 
at each node can be represented as given in Eq. (2).

where xi is a feature and the threshold is determined 
during training. This recursive splitting process contin-
ues until a stopping criterion is satisfied, creating a hier-
archical structure that facilitates prediction by traversing 
the tree based on input features, ultimately reaching a 
leaf node with the predicted output.

Random forest classifier
The random forest [33] is an ensemble learning method 
that builds multiple decision trees during training, each 
of which is trained on a random subset of the training 
data, with bagging used to prevent overfitting. To gener-
ate predictions, it averages outputs for regression or uses 
voting for classification, leading to enhanced accuracy 
and robustness and can be calculated using Eq. (3). The 
random forest excels in handling high-dimensional data, 
reducing variance, and maintaining strong generalization 
while being resilient to noise during training.

SVM
The SVM excels in classification and regression by find-
ing the optimal hyperplanes in high-dimensional spaces 
and maximizing the margin for better generalization [34]. 
It accommodates linear and nonlinear relationships using 
diverse kernel functions  given in Eq. (4), thereby facili-
tating separation in higher dimensions. With its optimal 
decision boundary, the SVM is robust against overfitting 
and performs well in complex scenarios, making it a ver-
satile and widely used ML tool.

Naïve Bayes
Naïve Bayes [35], which is rooted in Bayes’ theorem, 
assumes feature independence and delivers effective clas-
sification results across diverse applications. The class 
probabilities are computed by  Eq.  (5), considering the 
conditional probabilities of class features. Despite its sim-
plistic assumptions, Naïve Bayes excels in text classifica-
tion and spam filtering. Owing to its efficiency, suitability 

(2)if xi ≤ threshold : go left, else go right

(3)Ŷ = model
(
f1(x), f2(X), · · · , fN (X)

)

(4)f (x) = sign n
i=1 aiyiK x,xi + b

for large datasets, and minimal training data require-
ments, this model is widely used in resource-constrained 
settings.

KNN
KNN is a simple yet powerful supervised learning 
method for classification and regression tasks, which pre-
dicts the labels or values for new data points based on the 
majority or average of their KNN [36] in the feature space 
using distance metrics such as the Euclidean or Manhat-
tan distance  given in Eq.  (6). Despite its flexibility and 
ease of implementation, KNN can be computationally 
expensive with large datasets owing to the memory usage 
and distance calculations for each prediction.

Proposed model using blue‑green‑red
A modified variant of AlexNet was developed by deploy-
ing a CNN on the blue-green-red (BGR) color chan-
nels. The model features a 128-filter convolutional layer 
(11 × 11 kernels), rectified linear unit (ReLU) activation, 
and batch normalization. Further layers include convo-
lution, batch normalization, and strategic max pooling. 
Fully connected layers with ReLU activation and dropout 
are also employed to address overfitting. The classifica-
tion employs Softmax activation. The proposed model 
with a BGR channel is illustrated in Fig. 1.

Proposed model using attention module
This model, representing another modification of 
AlexNet, includes an attention module after the last 
pooling layer, as shown in Fig. 2. The model preprocesses 
input images by rescaling pixel values to [0, 1], and then 
proceeds through the convolutional and pooling layers. 
The attention module employs global average pooling to 
aggregate spatial information, and calculates channel-
wise attention weights through fully connected layers 
with L1 and L2 regularization. The ‘Multiply’ operation 
highlights relevant features across channels. The final fea-
ture representation is classified via fully connected layers 
with dropout, outputting class probabilities using Soft-
max activation.

Proposed model using multiple‑channel attention module
This modification of AlexNet incorporates a multilayer 
channel attention module for enhanced feature selection, 

(5)
P(Ck |x1 , x2, . . . , xn) =

P(Ck ) · P(x1|Ck ) · P(x2|Ck ) · · · · · P(xn|Ck )

P(x1) · P(x2) · · · · · P(xn)

(6)ŷ = mode(y1, y2, . . . , yk)
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encompassing four convolutional layers with parametric 
rectified linear unit (PreLU) activation, batch normaliza-
tion, and max pooling. An attention module that inte-
grates channel-wise and spatial attention mechanisms is 
introduced after the fourth convolutional layer. Channel-
wise attention is computed using the global max pooling 

and dense layers, followed by element-wise multiplica-
tion with feature maps. The model includes additional 
convolutional layers, PReLU activations, batch normali-
zation, max pooling, and channel-wise attention for the 
refined feature maps. Three dense layers with dropout 
complete the classification process by combining the 

Fig. 1  Proposed BGR network architecture for anemia detection

Fig. 2  Proposed attention-based model architecture for anemia detection
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classic AlexNet architecture with attention modules for 
improved performance. The proposed model is illus-
trated in Fig. 3.

Proposed model with spatial attention module
This model combines the AlexNet architecture with a 
spatial attention module for anemia detection. It begins 
with input layer rescaling and builds convolutional lay-
ers using PReLU activation and batch normalization 
for feature extraction. The max-pooling layers down-
sample the feature maps. The spatial attention module, 
which is a convolutional layer with a (2, 2) kernel size, 

generates a spatial attention map that passes through 
two dense layers with tanh and sigmoid activations, is 
reshaped to match the feature map dimensionality, and 
is concatenated 256 times for element-wise multipli-
cation with the feature maps. This enhances relevant 
spatial regions by introducing spatial attention. The 
feature maps undergo flattening and pass through two 
fully connected layers (L1 and L2) with ReLU activation 
and dropout regularization for high-level feature cap-
ture. The final layer (L3) employs Softmax activation for 
multiclass classification, enhancing spatial awareness 
and feature localization. Figure 4 depicts the proposed 
architecture for anemia detection.

Fig. 3  Proposed AlexNet architecture with multiple attention modules

Fig. 4  Proposed network architecture with AlexNet and spatial attention module
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Proposed AlexNet‑based multiple spatial attention model 
for automated anemia detection
The proposed AlexNet-based multiple spatial atten-
tion (AMSA) architecture integrates various processing 
techniques to classify anemia. Textual blood test data 
are analyzed using ML classifiers, such as decision trees 
and random forests, whereas image data – generally rep-
resenting palm features – are processed using a CNN 
that extracts relevant information through a series of 
convolutional and pooling layers. Attention mechanisms 
are employed within the network to emphasize crucial 
image regions. Subsequently, the features extracted from 
both textual and image data are transformed and merged 
through the embedding layers. Finally, the combined 
information is processed through the fully connected lay-
ers, culminating in the model’s classification of the blood 
sample as anemic or non-anemic. Figure 5 illustrates the 
detailed network architecture of the proposed AMSA 
model.

Results and Discussion
Textual dataset
Two dataset modalities were utilized, with results com-
bined to evaluate and classify anemia. The textual data 
used in this study were obtained from the Kaggle ane-
mia dataset [37], which was curated to predict anemia 
susceptibility using a binary classifier. The key variables 
included sex (0 for male, 1 for female), Hb level, mean 
corpuscular hemoglobin (MCH), mean corpuscular 
hemoglobin concentration (MCHC), mean corpuscular 

volume (MCV), and results (0 for non-anemic, 1 for ane-
mic). The dataset was tailored for ML applications, spe-
cifically geared towards forecasting anemia based on the 
aforementioned attributes, providing a valuable resource 
for medical research and diagnosis, as shown in Fig. 6.

Image dataset
The image dataset used in this study was adopted from 
an open-source repository available online, which has 
already been preprocessed for ease of integration into 
the investigative framework. The dataset, sourced from 
ref. [38] and available on Mendeley data, underwent 
meticulous preprocessing to minimize noise and irrel-
evant information while optimizing its suitability for the 
research objectives, as shown in Fig.  7. The decision to 
employ the dataset in its existing processed state was 
grounded in the aim of maintaining transparency and 
reproducibility, as raw data and preprocessing tech-
niques are openly accessible. This approach not only 
facilitates the seamless replication of experiments by fel-
low researchers, but also underscores the commitment 
to methodological clarity in the pursuit of reliable and 
robust results.

Evaluation metrics
Accuracy
Accuracy represents the proportion of correctly pre-
dicted instances (both true positives and true negatives) 
out of all instances, providing a general measure of how 

Fig. 5  Proposed AMSA network architecture
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well the model performs across all classes. The math-
ematical equation for accuracy is

Precision
Precision measures the proportion of correctly predicted 
positive instances among all instances predicted to be 
positive, focusing on the quality of positive predictions. 
This measure can be calculated as

Accuracy =
(TP + TN )

(TP + TN + FP + FN )

Recall
Recall, also known as sensitivity or the true positive 
rate, measures the proportion of correctly predicted 
positive instances out of all actual positive instances, 
representing the model’s ability to identify positive 
instances. It is calculated as:

Precision =
TP

(TP + FP)

Fig. 6  Pairplots representing relationships between variables. Hb presents a kind of constant slope with another variable for both anemic 
and non-anemic data
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F1 score
The F1 score is the harmonic mean of precision and 
recall, providing a balanced measure of the model’s per-
formance. By accounting for both precision and recall, 
the F1 score is suitable when there is an imbalance 
between positive and negative instances.

Preprocessing
Textual data
The textual dataset, which initially encompassed 1421 
instances spanning six columns, was preprocessed to 
prepare the data for ML. Key features such as Hb, MCH, 
MCHC, and MCV were scrutinized for insights into 
anemia, utilizing statistical tests (t-tests, odds ratio, 
and χ2) to examine variable relationships. Feature selec-
tion methods – including correlation-based selection, 
SelectKBest, and the extra tree classifier – identified 
‘Hb,’ ‘Sex,’ and ‘MCV’ as pivotal features. To enhance 
accuracy and interpretability, feature scaling, standardi-
zation, normalization, and logarithmic transformations 
were applied. Data imbalance was addressed using tech-
niques including random oversampling, random under-
sampling, SMOTE, and ADASYN to improve detection 
performance.

Recall =
TP

(TP + FN )

F1 score = 2
(Precision ∗ Recall)

(Precision+ Recall)

Image data
The Mendeley dataset underwent preprocessing by 
extracting regions of interest using the threshold trian-
gle method and categorizing the data as anemic or non-
anemic based on the Hb results. Image augmentation 
expanded the dataset from 710 to 4260, each labeled with 
an anemic or non-anemic identifier. These steps were 
completed before integration to maintain the integrity of 
the dataset.

Feature fusion with textual and image data
The fusion of the textual and image data involves a sys-
tematic integration process for harnessing complemen-
tary information present in both modalities, as shown in 
Fig.  8. First, textual data, consisting of patient-relevant 
metadata, were preprocessed, tokenized, and trans-
formed into numerical representations using word 
embeddings. Simultaneously, the palm image data were 
preprocessed using computer vision methods. The fusion 
of the processed textual and image data occurs at a higher 
representation level, where the learned embeddings and 
extracted image features are concatenated. This com-
bined representation captures nuanced relationships 
between textual descriptions and visual patterns, enrich-
ing the understanding of the model and enabling it to 
generate more accurate predictions for anemia detection. 
Figure 8 shows the fusion of the textual and image data.

Performance results on textual and image data
The results obtained using textual data underscore the 
importance of features such as Hb level, sex, and MCV 

Fig. 7  Labeled image data
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in detecting anemia. Notably, the decision tree exhibited 
strong performance irrespective of measures used to han-
dle imbalanced data, and the SVM also exhibited promis-
ing accuracy. Decision trees stand out for their accuracy 
and interpretability, offering insights into the decision-
making process. The model hyperparameters were opti-
mized using GridSearchCV to enhance performance. 
Furthermore, these results reveal a higher risk of ane-
mia in females compared to that in males, as supported 
by odds ratio calculations. Interestingly, data scaling had 
a minimal impact on model performance, indicating 
the robustness of the algorithm to feature-scale varia-
tions. The LR, decision tree, random forest, SVM, Gauss-
ian naïve Bayes, and KNN algorithms all provide unique 
insights into feature importance, aiding in the prioritiza-
tion of important features for subsequent analyses and 
providing interpretability for classification processes.

The results obtained using image data encompass 
various adaptations of the AlexNet architecture, each 
designed to enhance feature extraction and classifica-
tion accuracy. Among these, the model that integrates 
a spatial attention module stands out for its superior 

performance. By incorporating a mechanism to selec-
tively emphasize relevant spatial regions within images, 
this model effectively boosts the focus of the network 
on crucial features for anemia detection. Unlike the 
channel-wise and global attention mechanisms typically 
employed in ML, the spatial attention module enables 
the network to dynamically adjust its attention based on 
the spatial context of each input image. This finer granu-
larity in feature selection allows for a more precise dis-
crimination between healthy and anemic regions within 
the images, leading to improved classification accuracy. 
In addition, the spatial attention module seamlessly 
complements the feature extraction capabilities of the 
AlexNet architecture, thereby maximizing the utilization 
of both spatial and channel-wise information to enhance 
detection performance. Consequently, the model’s abil-
ity to incorporate spatial awareness and feature locali-
zation through the spatial attention module contributes 
significantly to its high accuracy. The results obtained by 
different models for the textual and image datasets are 
listed in Table  1, with the best results for each type of 
data denoted in bold.

Fig. 8  Feature fusion of textual and image data

Table 1  Model performance on text and image data

Model Dataset Accuracy Precision Recall F1 score

LR Text 92.36% 96.19% 95.63% 95.19%

DT 95.62% 98.60% 97.92% 98.01%

RF 91.43% 94.36% 95.09% 94.98%

SVM 94.06% 97.62% 98.19% 97.67%

NB 93.16% 95.65% 94.97% 96.31%

KNN 94.67% 96.49% 96.75% 95.34%

AlexNet + BGR Image 83.16% 86.71% 87.34% 86.48%

AlexNet + attention 82.37% 85.47% 86.13% 85.79%

AlexNet + multiple channel attention 84.62% 87.32% 86.97% 87.67%

AlexNet + spatial attention 86.97% 90.71% 89.67% 88.93%
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Performance of proposed model using feature fusion
A comprehensive approach was adopted to leverage the 
strengths of each model in the process of feature fusion 
by integrating textual and visual modalities. Initially, fea-
ture extraction was performed using AlexNet for image 
data by employing different attention mechanisms tai-
lored to enhance feature representation. Similarly, a 
CNN architecture with a single convolutional layer was 
used to transform textual into embeddings, facilitating 
effective feature extraction. Subsequently, a decision-
tree model was deployed for classification, incorporat-
ing the extracted features from both modalities. Notably, 
the integration of spatial attention modules yielded the 
best performance, as evidenced by the highest accuracy 
among the considered attention mechanisms. The results 
of the feature fusion approach for the four ML models are 
listed in Table 2, with the best results denoted in bold.

Performance of AMSA
The proposed model combines AlexNet with multiple 
attention modules, including spatial attention. Because 
the implementation of spatial attention mechanisms 
was previously observed to yield the highest accuracy, 
the subsequent investigation aimed to explore alterna-
tive attention mechanisms within different models. The 
objective was to enhance classification performance by 
integrating double-attention mechanisms into a uni-
fied model architecture by utilizing text embeddings 
extracted via a single convolutional layer. Ultimately, 
the highest accuracy was achieved by AlexNet when 
augmented with multiple-channel and spatial atten-
tion mechanisms, in conjunction with a single-layer 

CNN for text processing. This comprehensive frame-
work underscores the efficacy of leveraging attention 
mechanisms in tandem with advanced neural network 
architectures to optimize classification accuracy. The 
proposed model achieved accuracy, precision, recall, 
and F1 score of 99.58%, 99.97%, 99.95%, and 99.97%, 
respectively, outperforming all other models in the 
detection of anemia.

Ablation study
Ablation experiments were conducted to determine 
the impact of each component of the proposed model 
on overall performance, with quantitative results pre-
sented in Table  3. Multiple experiments were con-
ducted, with the results considered significant.

No BGR
First, the proposed model was revised by eliminating 
the BGR component. Despite this modification, the 
model demonstrated exceptional performance, achiev-
ing high accuracy, precision, recall, and F1 score. How-
ever, the inclusion of BGR aids in extracting superior 
features, consequently enhancing the detection of ane-
mia. Hence, when incorporating BGR, the proposed 
model not only generates more significant features but 
also yields improved detection results.

No attention
With the omission of attention, the proposed model still 
attained commendable performance. However, attention 

Table 2  Model performance using feature fusion

Model Dataset Accuracy Precision Recall F1 score

AlexNet + BGR Image + text 94.51% 96.78% 95.98% 96.35%

AlexNet + attention 93.78% 95.79% 96.04% 96.38%

AlexNet + multiple channel attention 94.72% 97.62% 97.18% 98.06%

AlexNet + spatial attention 95.36% 98.47% 97.83% 98.65%

Table 3  Results of ablation study with proposed AMSA model

Method No BGR No attention No multiple 
attention

No spatial 
attention

Accuracy Precision Recall F1 score

AMSA √ √ √ √ 99.58% 99.97% 99.95% 99.97%
No BGR  ×  √ √ √ 99.15% 99.85% 99. 82% 99.83%

No attention √  ×  √ √ 92.64% 95.12% 95.24% 96.01%

No multiple attention √ √  ×  √ 93.75% 96.37% 96.15% 95.97%

No spatial attention √ √ √  ×  90.95% 94.72% 94.51% 94.42%
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plays a critical role in enhancing feature extraction, lead-
ing to improved detection performance. Therefore, rein-
stating attention not only facilitates the generation of 
more significant features, but also contributes to achiev-
ing better overall detection results.

No multiple attention
After removing the multiple attention mechanism from 
the proposed model, the model still achieved notable 
performance metrics. However, this mechanism sig-
nificantly enhances feature extraction, augmenting the 
effectiveness of anemia detection. Hence, integrating 
this mechanism into the proposed model enhances per-
formance by facilitating the extraction of more relevant 
features.

No spatial attention
Removing spatial attention from the proposed model 
resulted decreasing the results of the proposed model. 
Because spatial attention enhances feature extraction, it 
is vital for generating more relevant features and better 
overall detection results.

Comparison between proposed and existing methods
The comprehensive evaluation of various anemia detec-
tion models reveals a diverse array of methodologies and 
corresponding performance results. The AMSA model 
was rigorously tested using real-time data gathered dur-
ing a clinical trial conducted at a hospital in Pakistan 
(Table 4). The trial was overseen by a healthcare profes-
sional – a doctor with three years of field experience and 
an MBBS degree from Shandong First Medical Univer-
sity, China – who also supervised the authentication and 
verification of experimental results.

As shown in Table 5, the proposed model outperforms 
from state-of-the-art methods. Throughout the experi-
ments, some significant limitations and challenges inher-
ent to the field of ML in healthcare were encountered. The 
foremost challenge was the acquisition of high-quality and 
sufficiently large datasets to train the models. Despite lev-
eraging datasets from sources such as Kaggle and Mende-
ley, constraints were present in relation to the dataset size 
and representativeness, which are essential for robust-
ness. Furthermore, data imbalance poses a significant hur-
dle, requiring the implementation of various techniques 
such as oversampling, undersampling, and synthetic data 

Table 4  Performance of proposed model on real-time data in a clinical trial

Serial No. Image_detail Time Date Gender Hb MCV Anemia 
condition

Result

1 IMG20240428245533 11:00 04/28/2024 0 11.2 75.2 1 Anemic

2 IMG20240428232514 11:38 04/28/2024 0 10.7 86.4 1 Anemic

3 IMG20240428282744 15:13 04/28/2024 1 11.8 78.7 1 Anemic

4 IMG20240428655511 15:15 04/28/2024 1 14.3 90.1 0 Non-anemic

5 IMG20240428282617 15:17 04/28/2024 0 13.4 95.9 0 Non-anemic

Table 5  Comparison of results between proposed and existing models

Ref. Dataset Number of data Algorithm Accuracy F1 score Precision Recall

[20] Self-collected 40 respondents images Naïve Bayes 92.30% - - -

[21] CP-AnemiC (A Conjunctival Pallor) Dataset 
from Ghana

710 images (424 are labelled anemic 
and 286 as non-anemic)

ResNet50 and ViT 84.79% 83.70% - -

[22] Self-collected data 3103 images (1678 non-anemic and 1425 
anemic)

ANN 97.00% - - -

[9] Palpable Palm Image Datasets from Ghana 2635 images (70% training, 10% validation 
and 20% test data)

CNN 99.12% 99.89% - -

[23] Self-collected and processed data 1,738,759 English tweets SMO 98.96% - 96.00% 89.00%

[24] Kaggle Data set 500 (instances, 66% train and 34% test 
data)

Naïve Bayes 90.00% 90.60% 90.80% 90.60%

[25] Jawaharlal Nehru Technological University, 
Hyderabad

1387 records (80% train data and 20% test 
data)

Random forest 98.00% - - -

Palpable Palm Image Datasets 
from Ghana + Kaggle Data set

4260 images data + 1421-instance (80% 
training data and 20% test data)

Purposed CNN model 99.58% 99.97% 99.95% 99.97%
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generation to mitigate bias. Ensuring that the proposed 
models are well-generalizable to new data also proved to 
be a complex task, necessitating meticulous cross-valida-
tion and hyperparameter tuning. The interpretability of 
the proposed models also emerged as a challenge given the 
inherent complexity of DL architectures and the need for 
transparent decision making in healthcare applications. 
Moreover, patient privacy, data protection, and biases in 
algorithms are crucial ethical considerations which require 
careful attention throughout the research process. Finally, 
the integration of ML-based diagnostic tools into existing 
clinical workflows presents logistical and regulatory chal-
lenges that require close collaboration between research-
ers and healthcare professionals.

Conclusions
In conclusion, this study pioneers an advanced and effec-
tive approach to anemia detection using ML, showcas-
ing the potential of innovative models and integrated 
datasets. The proposed AMSA model, which combines 
AlexNet with multiple spatial attention modules, achieved 
an unparalleled accuracy of 99.58%, surpassing that of 
the existing methods. Ablation studies were conducted 
to underscored the importance of key components in 
enhancing performance. This work not only advances the 
field of automated anemia detection, but also sets a bench-
mark for the integration of diverse datasets and model 
architectures in healthcare applications. These findings 
hold significant promise for improving diagnostic preci-
sion and addressing the global health challenges of anemia.
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