
REVIEW Open Access

Review of light field technologies
Shuyao Zhou1,2, Tianqian Zhu1, Kanle Shi1, Yazi Li1, Wen Zheng1 and Junhai Yong3*

Abstract

Light fields are vector functions that map the geometry of light rays to the corresponding plenoptic attributes.
They describe the holographic information of scenes by representing the amount of light flowing in every direction
through every point in space. The physical concept of light fields was first proposed in 1936, and light fields are
becoming increasingly important in the field of computer graphics, especially with the fast growth of computing
capacity as well as network bandwidth. In this article, light field imaging is reviewed from the following aspects
with an emphasis on the achievements of the past five years: (1) depth estimation, (2) content editing, (3) image
quality, (4) scene reconstruction and view synthesis, and (5) industrial products because the technologies of lights
fields also intersect with industrial applications. State-of-the-art research has focused on light field acquisition,
manipulation, and display. In addition, the research has extended from the laboratory to industry. According to
these achievements and challenges, in the near future, the applications of light fields could offer more portability,
accessibility, compatibility, and ability to visualize the world.
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Introduction
A light field is the totality of light rays or radiance in
three-dimensional (3D) space through any position and
in any direction, as defined by Gershun [1] in 1936.
Formally,

L : g→c

where a light field L is defined by mapping the geometry
of a light ray g to the attributes of the corresponding
light c. Here, c is a vector that describes the intensity of
every component of the light such as red, green, and
blue (RGB). Geometrically, g has various definitions in
different light field models. A plenoptic function de-
scribes all visual information [2]. Gershun [1] defined a
five-dimensional (5D) plenoptic function L(x, y, z, θ, φ) ∈
R5 for the light field because each ray can be parameter-
ized by three coordinates (x, y, z) and two angles (θ, φ).
Compared with the previous 5D representation, Levoy
and Hanrahan [3] assumed in their four-dimensional
(4D) representation L(u, v, s, t) ∈ R4 that the light field is

composed of oriented lines in free space, successfully re-
ducing the redundancy of the total dataset and simplify-
ing the reconstruction of the plenoptic function. L(u, v,
s, t) parameterizes lines by their intersections with two
planes in an arbitrary position, where (u, v) represents
the first plane and (s, t) represents the second plane (see
Fig. 1 for the 5D and 4D light field representations and
Fig. 2 for two different visualizations of the light field).
Meanwhile, Levoy and Hanrahan introduced light fields
to the computer graphics field. In addition, if one de-
scribes a light field captured by a camera moving on a
sphere centered on the target object, then geometry g
can be defined as (θ, φ, s, t) ∈ R4, where (θ, φ) ∈ R2 is a
spherical surface and (s, t) ∈ R2 is a plane surface with
light projecting to it. “Ray space” is a synonym of “light
field” [4, 5] to describe rays in a 3D space. The light field
is the same as the orthogonal ray space. In the field of
free-viewpoint televisions [6, 7], the term “ray space” is
often used to describe ray-based 3D information display
systems.
In 2005, the light field made the transition from

mainly pure research to large-scale industrial applica-
tions. For example, Ng et al. [8] developed the first
handheld plenoptic camera. It was not until 2010 that
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light field technology was commercialized to capture a
light field. With the development of commercial light
field cameras [9], plenoptic cameras that make it pos-
sible to refocus provide many benefits, and they have
been widely used in light field applications. Subse-
quently, the commercial potential of the light field has
been greatly illustrated in image editing, holographically
perceived light fields, augmented reality, and physical
entities such as plenoptic cameras. The number of

publications has increased geometrically as light fields
have gained increasing attention from researchers (see
Fig. 3 for the timeline of light field imaging).
Light field acquisition is the preliminary light field im-

aging process. Wu et al. [10] comprehensively
highlighted methods and devices for light field acquisi-
tion in their survey, including (1) multisensor capture
(using multiple cameras to capture a light field at one
time, with most of them being camera arrays [11–17]),

Fig. 1 5D and 4D light field representations. a L(x, y, z, θ, φ) ∈ R5, where (x, y, z) represents the coordinates, and (θ, φ) represents the angles
between the light ray and the planes; b L(u, v, s, t) ∈ R4, where (u, v) represents the first plane and (s, t) the second plane

Fig. 2 Two visualizations of a light field. a Each image represents all the light rays leaving the st plane that can pass the same point on the uv
plane; b Each image represents the light rays leaving from the same point on the st plane to different points on the uv plane
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(2) time-sequential capture (using one camera to capture a
light field with multiple exposures, which is time consum-
ing [18–23]), and (3) multiplexed imaging [encoding high-
dimensional data into a simpler two-dimensional (2D)
image, which is the most popular method [8, 24–37].
Herein, this paper aims to review light field imaging,

revealing the current deficiencies and exploring the fu-
ture possibilities (see Fig. 4 for an overview). Five aspects
have been reviewed: current depth estimation methods
(Depth estimation Section), light field editing techniques
(Editing Section), light field enhancements with an em-
phasis on increasing the quality of images (Enhance-
ment Section), 3D reconstruction and view synthesis
(Reconstruction and view synthesis Section), and the
light field industry, which is categorized into light field
acquisition and light field displays (Section 6).

Depth estimation
Depth estimation involves inferring 3D information from
2D images, which is a foundation for light field editing
and rendering. Light field data record the spatio-angular
information of light rays; thus, a light field image contains
many depth cues to make depth estimation possible. Con-
ventionally, depth cues include, but are not limited to, cor-
respondence cues, defocus cues, binocular disparity, aerial
perspective, and motion parallax. Occlusion often occurs
when two or more objects come too close and, therefore,
hide some information from each other. Specifically, when
people want to see an occluded object, they usually move
slightly to avoid the occluder. This commonsensical solu-
tion explains why light fields have special benefits in solv-
ing the depth map with occlusion. Therefore, researchers
have mainly focused on traditional approaches and convo-
lutional neural network (CNN) approaches for depth

estimation with examinations of occlusion handling: (1)
constraint-based estimation, (2) epipolar plane image
(EPI)-based estimation, and (3) CNN-based estimation.
Constraint-based estimation utilizes different con-

straints of the light field structure to estimate the depth.
Bishop and Favaro [38] estimated the depth from mul-
tiple aliased views and demonstrated that this could be
done at each pixel of a single light field image. Williem
and Lee [39] utilized the correspondence cue and de-
focus cue, which were robust against both occlusion and
noise, and they introduced two data costs: the con-
strained angular entropy cost and constrained adaptive
defocus cost. Zhu et al. [40] addressed a multioccluder
occlusion by regularizing the depth map with an antioc-
clusion energy function. Some researchers have consid-
ered the relationship between occluders and natural
light reflections. For example, Baradad et al. [41] esti-
mated the 4D light field of a hidden scene from 2D
shadows cast by a known occluder on a diffuse wall by
determining how light, which naturally reflected off sur-
faces in the hidden scene, interacted with the occluder.
Chen et al. [42] detected partially occluded boundary re-
gions (POBRs) by using superpixel-based regularization.
After a series of shrinkage and reinforcement operations
on the labeled confidence map and edge strength
weights over the POBR, they produced a depth estimate
with a low average disparity error rate and high occlu-
sion boundary precision-recall rate. To proceed with oc-
clusion handling from image to video, Lueangwattana
et al. [43] examined the structure from motion to im-
prove light field rendering and, hence, addressed fence
occlusion in videos while preserving background details.
However, the EPI, proposed by Bolles et al. [44] in

1987, simplifies depth measurement by restricting

Fig. 3 Light field imaging timeline: numbers of publications whose titles contain keywords “light field” or “light fields” or “light-field” or “ray
space” from 1996 to 2020 (the dotted line is the geometric approximation)
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